## Distributed Consistency

## Shared database



## Geo-replicated



## Geo-replicated


$q_{3} \in$ Queue?

$$
\begin{aligned}
& q_{1}=q_{2} ? \\
& \left|q_{1}\right| \leq c_{4} ?
\end{aligned}
$$

## Consistency

- More replicas:
- Better read availability, responsiveness, performance
- More work to keep replicas in sync
- Consistent = behavior similar to sequential:
- Satisfies specs: does $q$ behave like a queue?
- Replicas agree: is $q$ identical everywhere?
- Objects agree: is $|q| \leq c$ ?
- Same flow of time? q1.push() before q2.push()
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Consistency and Availability under Network Partitions?

## CAP Theorem



Consistency and Availability under Network Partitions?
Impossible:

- Consistency: the system has to stop until the network is restored
- Availability: we have to let different replicas diverge (for a while)
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## Eventual consistency



# Replicated operation 

## client

origin
replica
replica
replica
u: state u (retval, (state u state))
Prepare (@origin) u?; deliver u!
Read one, write all (ROWA)
Deferred-update replication (DUR)
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## Replicated operation


u: state u (retval, (state u state))
Prepare (@origin) u?; deliver u!
Read one, write all (ROWA)
Deferred-update replication (DUR)

## In this Class

- We will adopt a client view of consistency
- Just like with Memory Models
- Different protocols implement different consistency criteria
- Stronger protocols are more expensive in performance but limit the non-determinism for clients
- We will use a uniform semantics for clients that overapproximates the non-determinism
[Burckhardt,Gotsman,Yang'15]
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- We will adopt a client view of consistency
- Just like with Memory Models
- Different protocols implement d

- Stronger protocols are more $\epsilon$ but limit the non-determinism
- We will use a uniform semantics approximates the non-determinis
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## Client View of the system

- We will explain in an axiomatic way (à la CAT) the possible results of each operation
- As in CAT, we will posit the existence of certain orders that explain why a behavior is possible
- We will describe Distributed Data Structure specifications by exploiting these orders
- Implementations of distributed data structures can be verified agains these specifications
- We will not talk about verification


## Client Operations

- Client submit operations which can in turn be transactions
- A client is represented as a Session
- A single session could issue multiple operations and transactions
- We will consider a session to be the equivalent of the program order in relaxed memory models


# Axiomatic Consistency Histories 
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## Axiomatic Consistency Histories

## A set of events

$$
H=(E, \mathrm{op}, \mathrm{rval}, \mathrm{rb}, \mathrm{ss})
$$

Operation function:
op(e) is the operation of event e

Return value function:
rval(e) is the value returned by the operation in e

## Axiomatic Consistency

 Histories
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## Axiomatic Consistency

 Histories

Session order so $=\mathrm{ss} \cap \mathrm{rb}$

Axiomatic Consistency Abstract Executions


History

# Axiomatic Consistency Abstract Executions 
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## Session Guarantees (Anomalies)

Session Guarantees for Weakly Consistent Replicated Data<br>Douglas B. Terry, Alan J. Demers, Karin Petersen, Mike J. Spreitzer, Marvin M. Theimer

Computer Science Laboratory
Xerox Palo Alto Research Center
Palo Alto, California 94304

## Abstract

Four per-session guarantees are proposed to aid users. and applications of weakly consistent replicated data: Read Your Writes, Monotonic Reads, Writes Follow Reads, and Monotonic Writes. The intent is the resent in consistent applications with a view of the databasead and write from with their own actions, even $\ddagger$ ent servers. The guarantees various, potentially inconsistent semp that employ a read-anyl can be layered on existing systems that aide retaing the principal write-any replication scheme while high-availability, simbenefits of such a scheme, namely high-avalised operaplicity, scalability, and support for dire developed in the tion. These session guarantees werex PARC in which we context of the Bayou project at Xerox PARC in system to are designing and building a replicated storage sho may be support the needs of mobile co.

## 1. Introduction

Techniques for managing weakly consistent replicated Techniques
may want to read and update data copied onto their portable computers even if they did not have the fore disconlock it before either a voluntary or an involow or expensive nection occurred. Also, the presenem can make maintaining communications links in the sya difficult or uneconomclosely synchronized copies of data the ical.

Unfortunately, the lack of guarantees concernins in weakly consistent ordering of read and write operations in weake reported in systems can confuse users and a user may read some experiences with Grapevine [21]. A uner an older value. value for a data item and then later data item based on Similarly, a user may update sile others read the updated reading some other data, while others it is based. A seriitem without seeing the data on whistent systems is that inconous problem with weakly consisten only a single user or sistencies can appear data modifications. For example, a application is making data mated datase system could issue mobile client of a distributed databer issue a read at a different a write at one server, and lae inconsistent results unless the server. The client would see inconith one another sometime two servers had synchronize
between the two operations.
In this paper, we introduce sessionsistent systems while
viate this problem of weakly consises of read-any/write-

## Session Guarantees (Anomalies)
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Monotonic reads


Client / No rollback: r3 must include w1
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## Session Guarantees (Anomalies)

Monotonic writes



Global / No rollback: r3 must include w1

Writes Follow Reads


Global / WR dependence: w3 must follow w1

## Causality



## Specifying Objects

## Set of object states

Sequential type $\mathcal{S}=\left(\Sigma, \sigma_{0}, \delta\right)$

Initial Object state

$$
\sigma_{0} \in \Sigma
$$

Transition Relation
$\delta$ : Operations $\times \Sigma \rightarrow($ Values $\times \Sigma)$

A register $\quad \mathcal{R e} g=\left(\mathbb{N}, 0, \delta_{r}\right)$

$$
\begin{aligned}
& \delta_{r}(n, \mathrm{rd})=(n, n) \\
& \delta_{r}(n, \operatorname{wr}(\mathrm{~m}))=(\perp, m)
\end{aligned}
$$

# From Burckhardt’s 

| State <br> (and initial state) | Oper. | Returned <br> value | Updated <br> state | Condition |
| :--- | :--- | :--- | :--- | :--- |

Counter $\mathcal{S}_{\text {ctr }}$

| $n \in \mathbb{N}_{0}$ <br> (initially 0) | rd | $n$ | same |  |
| :--- | :--- | :--- | :--- | :--- |
|  | inc | ok | $n+1$ |  |

## Register $\mathcal{S}_{\text {reg }}$

| $v \in$ Values <br> (initially undef) | rd | $v$ | same |  |
| :--- | :--- | :--- | :--- | :--- |
|  | $\mathrm{wr}\left(v^{\prime}\right)$ | $o k$ | $v^{\prime}$ |  |

Key-Value Store $\mathcal{S}_{\text {kvs }}$

| : Values $\rightarrow_{\text {fin }}$ <br> Values | $\operatorname{rd}(k)$ | undef | same | if $f(k)=\perp$ |
| :--- | :--- | :--- | :--- | :--- |
|  |  | $\mathrm{f}(\mathrm{k})$ | same | if $f(k) \neq \perp$ |
|  | $\operatorname{wr}(k, v)$ | ok | $f[k \mapsto v]$ |  |

Set $\mathcal{S}_{\text {set }}$

| $A \in \mathcal{P}_{\text {fin }}($ Values $)$ | rd | A | same |  |
| :--- | :--- | :--- | :--- | :--- |
|  | add $(v)$ | ok | $A \cup\{v\}$ |  |
|  | rem $(v)$ | ok | $A \backslash\{v\}$ |  |

Queue $\mathcal{S}_{\text {queue }}$

| $w \in$ Values* |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
| (initially $\epsilon$ | enq $(v)$ | ok | $w \cdot v$ |  |
|  | deq | $v$ | $w^{\prime}$ | if $w=v \cdot w^{\prime}$ |
|  |  | $\nabla$ |  | if $w=\epsilon$ |

## What is the state in a DS?

- Much like in memory models, there is no unique state $\sigma$ at every point
- Instead, we have to define the data type based on what is visible at the replica where the operation happens
- We need to change our sequential specifications


## Replicated DT Specifications

Instead of a state we use a context for operations

$$
C=(E, \mathrm{op}, \text { vis, ar }) \quad \mathcal{C} \text { Type of all contexts }
$$

We specify an object based on contexts
$\mathcal{F}:$ Operations $\times \mathcal{C} \rightarrow$ Values

Counter

$$
\mathcal{F}_{c t r}(\mathrm{rd},(E, \mathrm{op}, \mathrm{vis}, \mathrm{ar}))=\left|\left\{e^{\prime} \in E \mid \mathrm{op}\left(e^{\prime}\right)=\mathrm{inc}\right\}\right|
$$

# What about conflicts 
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## What about conflicts



Last Writer Wins Register

$$
\mathcal{F}_{\mathrm{reg}}(\mathrm{rd},(E, \mathrm{op}, \mathrm{vis}, \mathrm{ar}))= \begin{cases}u n d e f & \text { if } \operatorname{writes}(E)=\emptyset \\ v & \text { if } \operatorname{op}\left(\max _{\mathrm{ar}} \operatorname{writes}(E)\right)=\operatorname{wr}(v)\end{cases}
$$

## RDTs

## Multi-Value Register

$\mathcal{F}_{\mathrm{mvr}}(\mathrm{rd},(E, \mathrm{op}, \mathrm{vis}, \mathrm{ar}))=$

$$
\left\{v \mid \exists e \in E: \mathrm{op}(e)=\operatorname{wr}(v) \text { and } \forall e^{\prime} \in \operatorname{writes}(E): e \xrightarrow{\text { vis }} e^{\prime}\right\}
$$

## RDTs

Multi-Value Register
$\mathcal{F}_{\text {mvr }}(\mathrm{rd},(E, \mathrm{op}, \mathrm{vis}, \mathrm{ar}))=$

$$
\left\{v \mid \exists e \in E: \mathrm{op}(e)=\mathrm{wr}(v) \text { and } \forall e^{\prime} \in \operatorname{writes}(E): e \xrightarrow{\text { vis }} e^{\prime}\right\}
$$

Add-wins set
$\mathcal{F}_{\text {awset }}(\operatorname{contains}(v),(E, \mathrm{op}$, vis, ar $))=$ true $\quad \stackrel{\text { def }}{\Longleftrightarrow}$
$\exists e \in E: \operatorname{op}(e)=\operatorname{add}(v) \wedge \neg\left(\exists e^{\prime} \in E: \operatorname{op}\left(e^{\prime}\right)=\operatorname{rem}(v) \wedge e \xrightarrow{\text { vis }} e^{\prime}\right)$

## Consistency Axioms
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## Consistency Axioms

Read My Writes


$$
\text { so } \subseteq \text { vis }
$$

Client / RMW: r2 must include w1

Monotonic reads

vis; so $\subseteq$ vis

Client / No rollback: r3 must include w1

## Consistency Axioms

Monotonic writes


$$
\mathrm{ss} \cap(\mathrm{wr} \times \mathrm{wr}) \subseteq \mathrm{ar}
$$

Global / No rollback: r3 must include w1

## Consistency Axioms

Monotonic writes

$s s \cap(w r \times w r) \subseteq a r$

Global / No rollback: r3 must include w1

Writes Follow Reads


Causal Visibility $\mathrm{hb}=(\mathrm{vis} \cup \mathrm{so})^{+}$
$\mathrm{hb} \subseteq$ vis
Global / WR dependence: w3 must follow w1

## Consistency Models



```
MONOTONICREADS \stackrel{def (vis;so) }{=}\mathrm{ vis}
ConsistentPrefix }\stackrel{\mathrm{ def }}{=}\quad(\textrm{ar};(\mathrm{ vis }\cap\negss))\subseteq\mathrm{ vis
NoCircularCauSAlity \stackrel{def acyclic(hb)}{=}
CAuSALVisibility \stackrel{def (hb}{=} vis)
CAuSAlARbitration \stackrel{def ( }{=}\mathrm{ (b }\subseteqar)
Causality \stackrel{def CausalVISIbIlity ^ CauSalAArbitration}{=}
SINGLEORDER }\stackrel{\mathrm{ def }}{=}\mathrm{ vis = ar
REALTIME }\stackrel{\mathrm{ def }}{=}\textrm{rb}\subseteqa\textrm{a
```

Principles of Eventual Consistency Sebastian Burckhardt'14

## Consistency Models
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## Consistency Models

$$
\begin{aligned}
\operatorname{Linearizability}(\mathcal{F}) & =\operatorname{SingleORder} \wedge \operatorname{RealTime} \wedge \operatorname{RVal}(\mathcal{F}) \\
\operatorname{Sequential} \operatorname{Consistency}(\mathcal{F}) & =\operatorname{SingleOrder} \wedge \operatorname{ReadMyWrites} \wedge \operatorname{RVal}(\mathcal{F})
\end{aligned}
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## Consistency Models

$$
\begin{aligned}
\operatorname{Linearizability}(\mathcal{F}) & =\operatorname{SingleOrder} \wedge \operatorname{RealTime} \wedge \operatorname{RVal}(\mathcal{F}) \\
\operatorname{Sequential~Consistency}(\mathcal{F}) & =\operatorname{SingleOrder} \wedge \operatorname{ReadMyWrites} \wedge \operatorname{RVal}(\mathcal{F}) \\
\operatorname{Causal} \operatorname{Consistency}(\mathcal{F}) & =\operatorname{Causality} \wedge \operatorname{RVal}(\mathcal{F})
\end{aligned}
$$

```
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## Consistency Models

$\operatorname{Linearizability}(\mathcal{F})=\operatorname{SingleOrder} \wedge \operatorname{RealTime} \wedge \operatorname{RVal}(\mathcal{F})$
$\operatorname{Sequential} \operatorname{Consistency}(\mathcal{F})=\operatorname{SingleOrder} \wedge \operatorname{ReadMyWrites} \wedge \operatorname{RVal}(\mathcal{F})$
$\operatorname{Causal} \operatorname{Consistency}(\mathcal{F})=\operatorname{Causality} \wedge \operatorname{RVal}(\mathcal{F})$
$\operatorname{Eventual} \operatorname{Consistency}(\mathcal{F})=\operatorname{NoCircularCausality} \wedge \operatorname{RVal}(\mathcal{F})$

```
READMyWrites \stackrel{def (so \subseteqvis)}{=}\mathrm{ )}
MONOTONICREADS def (vis;so)\subseteq \ vis
ConsistentPrefix 兰ef (ar;(vis \cap\negss))\subseteqvis
NoCircularCausality \stackrel{def acyclic(hb)}{=}
CausalVisibility def (hb\subseteqvis)
CausalArbitration \def (hb\subseteqar)
CAusality def CausalVisibility ^ CausalArbitration
```

SingleOrder $\stackrel{\text { def }}{=}$ vis $=a r$
Realtime def $\quad \mathrm{rb} \subseteq a \mathrm{a}$

Principles of Eventual Consistency Sebastian Burckhardt'14

## Strong vs. weak?

## Linearizability



Sequential Consistency $\uparrow$

Causal Consistency $\uparrow$

Eventual Consistency

## Replicated Data Bases

## Replicated Data Bases

## A Framework for Transactional Consistency Models with Atomic Visibility <br> Andrea Cerone, Giovanni Bernardi, and Alexey Gotsman <br> MDEA Software Institute, Madrid, Spain

Abstract rely on databases that achieve scalability by providing only Modern distributed systems often the consistency of distributed transaction processing. The sefining these weak guarantees about the consiste a database depends on its consin informally or using disparate of programs interacting guarantees. Unfortunately, consiabase internals. To deal with this proniformly and declaratively. formalisms, often tied to the databistency models for transactions, using structures of events and work for specifying a variety in the style of weak memory mencise because they exploit the property Our specifications are given cifications are particularly concis: either all or none of the updates relations on them. The specificat many consistency models: eif specifications to abstract from of atomic visibility guaranteed by mother one. This allows the specicar by specifying several by a transaction can be visible individual events inside transactions. To validate our specifications, we pral implementations. Our work existing consistency models. To vaina as algorithms closer to actual implemen form of concurrency to alternative operationdation for developing thearising in weakly consistent large-scale databases.
1998 ACM Subject Classification C.2.4 Distributed Systems
Keywords and phrases Replication, Consistency models, Transactions
Digital Object Identifier 10.4230 /LIPIcs.xxx.yyy.p
1 Introduction To achieve availability and scalabing, mation seplicas of shared data. The database clients can exdatabases, which man the data at any of the replicas, whichnet services use data replicas in ecute transactions on the . For example, large-scale Interile devices keep replicas locally as other using message parct locations, and applications for mobile deve concurrent and distributed geographically distinct locuport offline use. Ideally, we was formalised by the classical notion well as in the cloud to supportabase to be transparent, as form ransactions serially on a nonnorcessing in a replicated databoce behaves as if it executed rocmires extensive coordination

## Replicated Data Bases

- Operations are transactions
- Each transaction issues a number of reads and writes
- Writes are ordered by program order (po)
- Visibility and Arbitration relate "transactions" instead of individual reads and writes
- We consider only the case of a key-value store data base
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# Replicated Data Bases 

Transaction $\quad T=(E$, po $)$
History $\quad H=\left\{T_{0}, T_{1}, \ldots, T_{n}\right\}$
Abstract Execution $\quad A=(H$, vis, ar $)$

These are relation on transactions now

$$
T_{1} \xrightarrow{\text { vis }} T_{2}
$$

## Replicated Data Bases
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## Consistency Axioms

Read Consistency

- Every read in transaction $T$ sees a visible write to $T$ that is the maximum visible write according to arbitration

$$
\begin{aligned}
r d(x, v) \in E(T) \Rightarrow \exists T^{\prime}, & T^{\prime} \in \operatorname{vis}_{H}^{-1}(T) \wedge \\
& w r(x, 1) \in E\left(T^{\prime}\right) \wedge \\
& \max _{\operatorname{ar}}\left(\operatorname{vis}_{H}^{-1}(T) \cap \operatorname{Writes}_{H}(x)\right)=T^{\prime}
\end{aligned}
$$
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## Replicated Data Bases

## Consistency Axioms

Read Consistency

- Every read in transaction $T$ sees a visible write to $T$ that is the maximum visible write according to arbitration

$$
\begin{aligned}
r d(x, v) \in E(T) \Rightarrow \exists T^{\prime}, & T^{\prime} \in \operatorname{vis}_{H}^{-1}(T) \wedge \\
& w r(x, 1) \in E\left(T^{\prime}\right) \wedge \\
& \max _{\operatorname{ar}\left(\operatorname{vis}_{H}^{-1}(T) \cap W \operatorname{rites}_{H}(x)\right)=T^{\prime}}
\end{aligned}
$$

Transitive Visibility vis $^{+} \subseteq$ vis
Prefix Consistent ar; vis $\subseteq$ vis
Total Visibility
$\forall T_{1}, T 2 . T_{1} \xrightarrow{\text { vis }} T_{2} \vee T_{2} \xrightarrow{\text { vis }} T_{1}$
No Conflict $\quad\left\{T_{1}, T_{2}\right\} \subseteq$ Writes $_{H}(x) \Rightarrow T_{1} \xrightarrow{\text { vis }} T_{2} \vee T_{2} \xrightarrow{\text { vis }} T_{1}$

## Replicated Data Bases

## Consistency Models

| $\Phi$ | Consistency model | Axioms (Figure 2) | Fractured reads | Causality violation | Lost update | Long fork | Write skew | $\begin{gathered} \text { RA } \\ \cap \\ \mathbf{C C} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| RA | Read Atomic [6] | Int, Ext | $\boldsymbol{X}$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |
| CC | Causal consistency [12, 19] | Int, Ext, TransVis | X | X | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |
| PSI | Parallel snapshot isolation [21, 24] | Int, Ext, TransVis, NoConflict | $x$ | $x$ | $x$ | $\checkmark$ | $\checkmark$ | PC PSI |
| PC | Prefix consistency [13] | Int, Ext, Prefix | $x$ | $x$ | $\checkmark$ | $x$ | $\checkmark$ | SI |
| SI | Snapshot isolation [8] | Int, Ext, Prefix, NoConflict | $x$ | X | X | X | $\checkmark$ | $\cap$ SER |
| SER | Serialisability [20] | Int, Ext, TotalVis | $x$ | $x$ | $x$ | $x$ | $x$ |  |
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## Consistency Models

| $\Phi$ | Consistency model | Axioms (Figure 2) | Fractured reads | Causality violation | Lost update | Long fork | Write skew | $\stackrel{\text { RA }}{\substack{\text { CC }}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| RA | Read Atomic [6] | Int, Ext | X | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |
| CC | Causal consistency [12, 19] | Int, Ext, TransVis | X | X | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |
| PSI | Parallel snapshot isolation [21, 24] | Int, Ext, TransVis, NoConflict | X | x | X | $\checkmark$ | $\checkmark$ | PC PSI |
| PC | Prefix consistency [13] | Int, Ext, Prefix | $x$ | $x$ | $\checkmark$ | $x$ | $\checkmark$ | SI |
| SI | Snapshot isolation [8] | Int, Ext, Prefix, <br> NoConflict | X | X | X | X | $\checkmark$ | $\cap$ SER |
| SER | Serialisability [20] | Int, Ext, TotalVis | $x$ | X | x | x | x |  |

$$
\begin{aligned}
\mathrm{CC} & \equiv \mathrm{INT} \wedge \text { Ext } \wedge \mathrm{SERTOTAL} \\
\mathrm{PSI} & \equiv \mathrm{CC} \wedge \text { CONFLICT } \\
\mathrm{PC} & \equiv \mathrm{CC} \wedge \text { PREFIX } \\
\mathrm{SI} & \equiv \mathrm{PSI} \wedge \text { PREFIX } \\
\mathrm{SER} & \equiv \mathrm{INT} \wedge \text { Ext } \wedge \text { TotalHB }
\end{aligned}
$$

## Replicated Data Bases

Anomalies

Fractured Reads


Lost Update

$$
x=x+50 \quad x=x+25
$$



$$
\operatorname{rd}(\mathrm{x}, 25)
$$
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## Tiny Demo

## A Forest of Models

## Strong vs. weak?

Strict Serializability
$\uparrow$
Eventual Consistency
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Predictable
Strict Serializability


Snapshot Isolation


PRAM

Eventual Consistency
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Transactional
Adya 1999


Non-transactional
Viotti \& Vukolić 2016
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- Abstract

Comparisons of different consistency models often try to place them in a linear strong-to-weak order. However this view is clearly inadequate, since it is well known, for instance, that Snapshot Isolation and Serialisability are incomparable. In the interest of a better understanding, we propose a new classification, along three dimensions, related to: a total order of writes, a causal order of reads, and transactional composition of multiple operations. A model may be stronger than another on one dimension and weaker on another. We believe that this new classification scheme is both scientifically sound and has good explicative value. The current paper presents the three-dimensional design space intuitively.
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## Consistency \& Invariants

- Consistency in 3D
- Characterization of consistency models according to the guarantees they provide
- Dimensions of Guarantees
- Single object
- Propagation of effects on different objects
- Composition of objects


## Three classes...

| ...of invariant | ... of protocol |  |
| :---: | :---: | :---: |
| Gen1 | Constrain value of an <br> object | Total order of <br> operations |
| PO | Ordering between <br> operations | Visibility |
| EQ | State equivalence <br> between objects | Composition |
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## Consistency in 3D

Total Order Axis (Gen1)
How Operations on Individual
Objects are Updated/Observed
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## Three dimensions

Gen1 / Total Ordert
TO.generators $=$
effectors
TO generators + TO
effectors
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## Total Order Axis

- Assumption: Single Object
- Total Order of Effectors and Generators ( $\mathrm{TOE}_{1}$ )
- Gapless TOE $_{1}$ : all replicas apply all effectors in the same order
- Capricious $\mathrm{TOE}_{1}$ : replicas apply a subset of the effectors in an order consistent with a global total order

- Concurrent Updates (No Global Ordering)



## Partial Order Axis

- Assumption: Multiple (2) Objects
- Client Guarantees:
- Read Own Writes
- Monotonicity (Reads/Writes)
- Preservation of (anti)Dependencies
- Visibility Properties:
- Transitive Visibility
- Causal Visibility



# Partial Order Axis (Invariants) 

- Assumptions:
- (i) Multiple Object,
- (ii) State Based,
- (iii) O is a valid object for I
- Invariants Relating Objects
- $x \leq y$
- $P(x) \Longrightarrow Q(y)$
- Programming:
- Demarcation Protocol
- Escrow
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## Equality Order Axis

- Assumption: Multiple (n) Objects
- Transactions
- Write-atomicity: All-or-nothing
- Read-atomicity: Snapshot
- Consistent Snapshot
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## Three dimensions



## End of day 4

